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Finite sample properties of the Conditional Predictive Ability test
Jan Acedaski®

Abstract

In the paper we analyze finite sample propertiethefconditional predictive ability test proposgdGiacomini
and White [9]. The test is designed for compariebithe out-of-sample forecast accuracy of two cainge
models. We simulate various two-dimensional seoieforecast errors and calculate the empirical poared
size of the test in both conditional and uncondgioversion for few different sample lengths. Widfithat the
test has very appealing properties as far as tieedst errors of the two models are highly coreelaDtherwise
for moderate sample lengths it has high power erign the forecast errors differ significantly immes of the

unconditional standard deviation.
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1. Introduction

Predictive ability tests are used for comparing post accuracy of series of forecasts
generated by two competing models. In other wondy tare designed to answer the question
whether the difference in forecast accuracy medsbrse some loss function observed in
a sample can be attributed to a pure chance atlilikely occur also out of the sample. The
first such test was proposed by Diebold and Mari@oNow the Diebold-Mariano test and
its few important modifications are commonly apglim literature for comparing model
predictive abilities [see 6, 11].

In the paper we analyze the power and the sitleeo€onditional Predictive Ability (CPA)
test which is an important generalization of theldald-Mariano test. We utilize the Monte
Carlo approach and generate realizations of few-dimeensional stochastic processes
representing forecast errors from two models tliféérdn terms of mean square errors. Then
we count the number of cases where the hypothésigual predictive abilities was rejected.
In the paper we focus on short series of errorsesthis is usually the case when one works
with Polish data. The finite sample propertieshaf CPA test were examined only scarcely by
Giacomini and White [9]. The properties of someeotpredictive ability tests were analyzed
by Clark [3], Clark, McCracken [5] and Busetti, Macci [2] to name a few.
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The paper is organized as follow. In the firsttpae introduce the Diebold-Mariano and
Giacomini-White predictive ability tests. Then wesdribe the simulation exercises. Finally
we present the results.

2. Methodology - predictive ability tests

Let Y (B,) and \?H,(,Bz) denote forecasts for the horizbs r generated in periotd=1, 2,

t+r
.., N from two models represented by parameter vecf@rsand S,. Moreover let ﬁA’im

stands for parameter estimates based on a samigiegtiim.. Forecasts accuracy is measured

by a loss functionL,,, (Y,.;,Yir) - BY Aliurm = L (Yo Yoor (B ) = L Yo Yoor (Bar)

we denote a difference between forecast loss fumetfor two models that parameters are
estimated on a sample with observations. The test proposed by Diebold anddvar[8]
has the null hypothesis of the form:

Ho E(AL,, ) =0 t=12.., 1)

and its alternative is:

H,:E(AL,, )20, t=12... ()

E stands for expectation operator. The null hypathetates that on average there are no

differences between predictive abilities of two mlsdmeasured by a loss function. It should
be noted that the hypothesis refers to the estiméLtﬁ and ,fS’m but not to the true values

B, and S,. Therefore this is so called finite sample leveddiction ability test [6]. The test

made no assumptions about both estimation methddamples length.

The test statistic has the standard zero-mean form:

7= Blmr Jn, (3)

 6(AL,,)

where AL, , :EZAE”mt , 0(AL,,,) is an estimator of standard deviation/df ,, andn
T i , : ,

is a number of ex post forecasts. Since the seﬁe.fsfm,, may be autocorrelated the HAC-

type estimators (see Newey, West [10], Andrews Eﬂf])&(AEm) are suggested. The

limiting distribution of the test statistic is stéard normal.
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Generalization of the DM test was proposed by @i@oi and White [9]. The null
hypothesis in that test has the following form:
H,:E(AL,,,, |¥)=0 t=12.., (4)

where W, represents a set of additional information avégat periodt. The null differs from

its DM counterpart in two ways. First the expeadatis conditional, so additional information
can be taken into account for comparing forecastsrefore the test can answer the question
whether differences in forecast ability depend asitbess cycle phase or other factors. And
secondly it is assumed that models are estimateshoples of constant sire which need
not be the same for both models. This assumptiaiud&s models estimated on expanding
window samples.

The test statistic has also the standard mulat@zero-mean form:

Xe=nZ,,07Z,., (5)

z Z.onl Z

2,mn 1 “gmpn

where Z :[Z = X, AL and X,, denotes value of-th

1m,n? it,mn t+7,m?

instrumental variable in periad MoreoverQ, denotes covariance estimator of matzy , .

If the horizon7 > 2 the authors suggest using HAC estimators. Giacomini andeViaji

showed that under some mild assumptions on data used ifoatsy the models the test

statistic converges asymptotically g distribution withq degrees of freedom. Therefore the

test is right-sided. If there is no additional information #wsd statistic collapses to (3). In our
analysis we used both unconditional and conditional versitmeaest.

We should also mention that there is another approach togt@sgadictive abilities based
on a population level view. In this approach the hypotheses tef¢he true values of

parametersS, and f£,, which generally makes the testing procedure significantlyemor

complicated. Such tests are considered for example by West [12] anda@thMcCracken
[4, 7] among others.

3. Simulation study

The properties of the test were examined using simulated series of fa@goas from two
models. We considered several data generating processes. In everywargemerated two
series that differ in terms of unconditional standard deviatiore $aries consist of
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n = 30, 60, 90 and 120 observations. Below we desdhe data generating processes that we

worked with.

e Plaiu, =&, Uy = 0,6, &4, Ex ~N (O], 0, =1105...,3;

oy =P [ - - .
* Plb:u, _0__12u2t + 1= PhEy, Uy = 0ys, &y, €5 ~N (0D, py, = 095;

2

* P2aiu, =&, Uy =Wy +E4, &, € ~N (0D, y= 0,005...,09;

 P2b:u, = ,012\/ﬁu2t ﬂ/@gﬂ, Uy = Wy &y, & Ex ~N (0D,
y=0,005...,09, p, = 095.

As far as W1 processes are concerned both sedasoamal and serially uncorrelated. In
version W1la the series are mutually independenteasethe version W1b assumes that the
correlation coefficient between the series equa®®.0The first process has always unitary
unconditional standard deviation. The standard atmn of the second one takes values
ranging from 1 to 3. The processes W2 differ frorh 9y the fact that the second series has
constant unitary conditional variance but are iasnegly serially correlated.

For estimating the covariance matrices in thettestHAC estimators with Bartlett kernel
were used, where the automatic procedure propogednarews [1] were utilized for
calculating the optimal window lag length. In evemriant 10000 series were simulated for

calculating the power and 100000 for calculating dlze of the tests.

4. Results
The results of the power analysis were presentetio nominal significance levels= 0.1
anda = 0.01. Figure 1 depictures relationship betwéenpower of the unconditional version
of the test and the unconditional standard dewnatibthe second variabk for the process
Pla and two nominal significance levels. kar 0.1 and longer samples= 90 orn = 120 the
rejection probability is close to 1 as far as theanditional standard deviation of the second
error process is about 50% higher than for theé dne. The results change only slightly if one
considers lower significance lewek 0.01. However if shorter samples are taken actmunt
this difference needs to be significantly highesr Example if the error series have only 30
observations then the test achieves high powdreifstandard deviation of the second model
reaches about 100%; (= 2) of the first standard deviation for= 0.1 and about 200%;(= 3)
whena = 0.01.

The problem with the low power of the test does aezur when the two error series are

strongly mutually dependent as it is presentedguré 2 for the process P1b. For the nominal
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significance level = 0.1 and longer samples the test achieves tlegdager just fos, = 1.1.
Forn = 30 observations and = 1.25 the test properbctsjthe null in almost all simulations
if only s, exceeds 1.25. I& = 0.01 these differences need to be about twostingher but
they are still lower than for the uncorrelated sgriwWe do not present the results for the

conditional version of the test since for all diseed cases they are virtually the same.
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Fig. 1. Power of the unconditional test for the process &tthnominal significance levels
o = 0.1 (left axis) and = 0.01 (right axis).
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Fig. 2. Power of the unconditional test for the process &idnominal significance levels
a = 0.1 (left axis) and = 0.01 (right axis).

We also analyzed the size of the test for thegs®dla assuming that the second errors
have also unitary variance. The results are predeint table 1. It can be easily seen that
regardless of the correlation level between the semges the test has correct sizes which are
close to the nominal significance levels. In albes they exceed the nominal counterparts
only slightly even for the shortest sample. We doneport size of the conditional version of
the test since it is almost the same as in table 1.

The power of the unconditional version of the testthe process P2a is presented on
figure 3. In that case the errors from one model serially correlated. Similarly to the
previous figures the x-axis depicts unconditiotahdard deviation of the serially correlated
errors that now is determined by the autocorratatioefficient. We see that the power of the

test is now lower than in case of no serial coti@ta If we consider the higher significance
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level o = 0.1 the unconditional standard deviatignneeds to be approximately doubled
compared to uncorrelated case to guarantee theployer of the test. To be more concrete,
for the short sample with 30 observations everdage autocorrelation coefficiept, = 0.9
that results in high unconditional standard dewratf more than 3.2 the rejection fraction is
only about 70%. The results far= 0.01 are more extreme. In that case the tesimgply
unable to reject the null frequently enough even Hage differences in unconditional
standard deviations. All considered samples arsloot for correct inference.

p12=0 p12=0.95
Samplelength n Samplelength n

30 60 90 120 30 60 90 120

o 0.1 0.117 0.108 0.105 0.103 0.117 0.109 0.107 0.106
Significance

ovel 0.05 0.061 0.054 0.053 0.052 0.059 0.055 0.054 0.053

evela
0.01 0.013 0.011 0.011 0.011 0.013 0.011 0.011 0.010

Table 1 Size of the unconditional version of the test fag processes Pla and P1lb.
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Fig. 3. Power of the unconditional test for the process &fthnominal significance levels
o = 0.1 (left axis) and = 0.01 (right axis).
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Fig. 4. Power of the conditional test for the process Rzareominal significance levels
o = 0.1 (left axis) and = 0.01 (right axis).
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This is however not the case as far as the comditiversion of the test is concerned with
lagged values of the serially correlated procesadational information. This situation is
illustrated on figure 4. Now the power steadilyessas the standard deviation grows, although
the increase is very slow. Fer= 0.1 the power of the conditional test is slightiwer than in
its unconditional version. The problem almost caetgly disappears when the series are
mutually correlated (process P2b). Then the powethe test is high even for small
differences in unconditional standard deviation® & not report exact results here but they

are similar to that presented on figure 2.

p12=0 p12=0.95
Samplelength n Samplelength n

30 60 90 120 30 60 90 120

o 0.1 0.402 0.349 0.320 0.298 0.178 0.167 0.163 0.160
Significance

ovel 0.05 0.314 0.272 0.246 0.228 0.106 0.099 0.096 0.094

evela
0.01 0.174 0.160 0.146 0.135 0.033 0.030 0.029 0.027

Table 2 Size of the unconditional version of the test fa process P2a and nominal
significance levels = 0.1 andx = 0.01.

Finally we conduct the analysis of the size of theconditional test for the serially
correlated processes. The results are presentidlm 2. The autocorrelation causes severe
size distortions. If the series are mutually indegent and the nominal level equals 0.1 the
empirical size is usually above 0.3 and dor 0.01 it is at least of one order of magnitude
higher. The distortions for mutually correlatedisgrare somewhat smaller. However the

empirical size still exceeds its nominal level twaothreefold.

5. Conclusions

The presented results lead to a few conclusionst tie power of the tests is significantly
higher when one compares forecasts that are highiyually correlated. For normally
distributed and serially independent errors thé tesrectly rejects the null when forecast
standard deviation from one model exceeds the seopnea by 10% provided a sample has at
least 100 observations. For short samples thetdseves high power for differences of order
25%. The properties of the conditional test arg/ &@milar in that case. If the error series are
mutually independent the power is considerably lowéde properties of the test worsen

significantly when one of the error series is drieorrelated. This can result in severe size
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distortions as well as power loss. The conditiorekion of the test behaves slightly better
but still suffers from the mentioned problems.

To sum up we can recommend using the CPA testcdonparison of short samples
forecasts at 0.1 significance level provided theoreseries do not exhibit strong serial
dependence. It is also highly desirable to comfaecasts that are mutually dependent. One
should be careful using the test in case of sgrafrelated series. The conditional version of

the test should then be applied.
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